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DATA AND FILE TRANISFER - SOME MEASUREMENT RESULTS

During the last six months, we have been monitoring
(although not continuosly) the performance of oﬁr FTP-user and
FTP-server programs. The purpose of this paper is to 1) discuss
measuremnent criteria, 2) describe phe measurement facilities,

3) report the relevant measurement results, UuU) discuss the
significance of results and compare them with other measurement
data, and 5) ask for suggestions on our measurenent and

summarizing procedures.

I. THE MEASUREIENT CRITERIA

The FTP (Ref. "The File Transfer Protocol', by Abhay
Bhushan, NKUG/RFC 354, NIC 105386, ) may be ;onsidered a facility
for data transfer between file systems. The relevant measurement
paraneters for a data transfTer tTacility are:

Z) Tronsver rate (both neoll and average, measured in bits per

second) which determines the throughput of the data transfer
facility.

2) Respcnse tirie or delay {(measured in seconds) which determines

the "“interactibility" of the facility.

3) Processing cost (neasured in dollars or cpu-seccndas per

mezehit tiransforved) Tor transterring the data Letioon ne

network and *.: Yil2a system. Thiz 12 ¢nly one cor.pcnent cof the
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cost of transferring data, the other component being the

communication cost (including I|#P processing costs) which we take

as given.

L) Failure~to-connect rate - average time elapsed between

failures to connect tu the facility (reasured in hours).
Failures could te in the Host (processor and file system)
hardware or software, or in the |iiPs and telephone 1lines.

5) Availability - the percentage of time a given Tacility is

available, or alternately the probability of finding the facility

aveilable at a given time.

0]

6) Accuracy - neasurcad EX the prokability of ervror in

transferring bits, bytes, blocks, or files.

1. THE FEASUREMENT FACILITIES

The MIT-CMS survey program (ref. "A Report on the Survey
Project'" by Abhay Bhushan, NUG/RFC £3C, NIC 17375) measures the
response-time, failure-to-connect rate, and availability of the
Host-logger facility (on socket 1). Our preliminary experiments
have indicated that the corresponding measurement results for the
FTP‘are very close to that for the logzer (at least they are the
same order-of-magnitude). As the use of FTF and the ARPANET is
increasing rapidly, most Hosts have their logger and FTP
operational whenever their Host and NCF (Network Control Program)
are functioning. The response time for cbtaining the use of FTP

service is very close to that for cbtaining the use of the logger
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service as both involve the use of the ICP (Initial Connection
Protocol). |

Preliminary results from the Survey Project indicate that
the averagé response time in recent months has been about 2.7
seconds. The average availability has been about &55 with the
fai]ure-to—conneét rate being about once every 10 hours. Table |
shcws summary results for the time perliod August 26 through
August 31, 1973, for three Hosts with TENEX operating systems
(SRI:ARC (NIC), BBN-TENEXA, and USC-1S81)},

The reader is cautioned that the data below reiflects the
Host perfurmance as seen by the MIT-DMS survey program which
surveys the Hosts only once every twenty minutes. Consequently,
the actual host performance may be somewhat different. Also, we
cannot distinguish between ItP, telephone lines, and Host
failures and tge response time of a host is affected by its
distance (number of IMP hops) from the MIT IMP (IMP 6).

In the data shown in Tabie 11, each sucess or fail response

is considered to have a duration of 20 minutes, so Hosts are
given the benefit of the doubt for the time we are not surveying.
In addition, the respcnse time has been averaged only for the
successful logger available responses. The logger is considered
available It the SURVEY program can establish a full-duplex

connaction within 20 seconds. The Host is considered available

when 1t Is not in the "[LEAD" state (states in which logger Is not

up but the Host is available are logger not responding and logger
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rejecting).

TJABLE |

RESPONSE TIME, AVAILABILITY, AND FAILURE RATE FQK SE!FCTED HOSTS
(Fased on SURVEY data for 8/25/73 through 8/31/73)

PARANETER MIC BBN 1S1
Average Responsa-time (sec.) 2.7 VAN 3.0
Hcst Availability 93% 35% 87%
Logger Availability 91% 79% 33%
. Failure-to-connect rate _

""”“”"fbr Host (hours) ' 18.2 9.4 18.1
Failure-to-connect rate
for logger (hours) 16.0 6.0 10.90

The details on the above measurements will be reported in a
forth-coming paper. This paper will focus on the remaining
parameters of transmission rate, processing costs and accuracy,
as measured by the MIT-DHKS Fiie Transfer Measurerment facility.

The FTP measurernicny facility exists in the MIT-DMNS CALICO
subsystem. Each time the MIT-DMS FTP-user or FTP-server program
in the CALICO subsystem is used to transfer files (and data) via
the'ARPANET, it records in a local disk file the following
transfer parameters: the renote Host involved, the date and time
the transfer is initiated, the total number of bits transferreed,
the real time taken (in seconds) for the tramsfer, the CPU time
(in micro-seconds) used by the program, whether the program is

the server or user, and the FTP parameter settings for byte size
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(BYTE), representation type (TYPE), transfer mode (LMODE), and the
file structure (STRU). Programs exist in CALICO to display and
summarize this data.

It should be noted that no measurements are recorded when
the non-CALICO FTP-user and FTP-server programs are used for
transferring fi]és. Therefore it.should be pointed out that the
measurement represents a small subset of our total FTP-ucage.

The CALICO FTP-server was operated only till May 1973, when we

switched tc the non-CALICO FTP-server.. (The switch was made
because CALICO still undergoing development is somewhat less
reliable. As CALICO stabilizes we rmiay again operate the CALICO
server and continue measuring data transfer.) In addition many
users prefer to use the simpler (involving fewer system
resources) stand-alone FTP-user program. The measurement does
include the data transferred when FTP is used indirectly by such
commands as ''copy'", "print", "1istf", and "mail.file'" in the

CALICD NETWRK subsysten.

111, THE MEASUREMENT RESULTS

The measurement facility has been operational (though not
continuously) since 25 February 1973. It has recorded the
transfer of 304 files consisting of 57.6 million bits. Over 50%
of the bits transferred (but only 755 of the files)used the more

efficient Inage-30 stream mode (TYPE 1, BYTE 36, MODE 35) of

transfer. The remainder of the files were transferred using the
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ASC11-8 streamn moce (TYFE A, BYTE 8, MODE S). 1t should be noted
that cven though block mode was available, it was never used by
our users (primarily because many FTP-servers do not implement
it, and it is less efficient to use). All the files had a
seguential ncn-record file structure (STRU F). A summary of the
measurement results is shown in Table 11.

ABLE 11

SUMMARY OF FTP MEASURENENT RESULTS

Subset of data # Files # bits Avy. Tile Speed | CPU-use
lbits Kbits Kbps sec/Mb
Total 300 57.6 183 7.56 I
Image 36 mode 223 53.% 240 9.35 3
ASC11-8 rnode 81 4.0 49 2.09 19
Server sending 62 3.8 61 7.50 2
Server receiving 110 19.8 180  7.44 1
User receiving 83 22.8 276 7.92 6
User sending e 11.1 225 7.09 ly

The entire display of the measurement data and the summaries

shown in Table 1l are generated by the "PFTPST" (Print FTP
STatistics) progran in the CALICO subsystem. A sanple ¢f the
data displayed is shown in Table 11l. The BPS (Lits ner second)
and the M/B {(CPU microseconds per bit or CPU seconds per Megabit)
informaticn 1o ca]cu1a£ed by the diswlaying program. The largest
file transferred was 5.03 Mbits, a "STOR" Ly the FTP-user to MIT-

Al. The transfer took 10 minutes of real time for a transfer
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rate of a ]itt]e over 10 Kbps. The highest data transter rate

recorded was 27.3 Kbps, a "RETR'" from B3N-TENEXA to MIT-DMS ©TP-

server. The length of the file in the above case was 28

Kbits.

Needless to say that both of the above transfers used the more

efficient !mage-35 mode tor trensfer. The smallest file
smallest transmission rate recordec was an 80 bit "MLFL"
ML (using ASCI1-8) which took 7 seconds real time for 11

transfer rete.

TABLE 11

‘SA'IPLE DISPLAY OF FTP MEFASUREMAENT DATA

-#- =--}0QST--- COMM --DATL-- --TIME-- --BITS-- -RPS- M/B

2 sri-arc 3TOR 73/0&8/499 18:19:49 12132 1335 21
192 mit-m1 STGR 73/G8/15 15:G6:340 EGEL2 533C 5
137 mit-m1 RETR 73/08/15 15:91:14% £E2688 10137 2
193 nit-nl STOR 73/08/18 15:922:33 2554506 38808 7
1838 mit-a1 R=TR 73/08/15 15:03:53 253048 3601 12
134 mit-ai STOR 73/08/15 15:13:17 280720 1898 2§
134 mit-ai RETR 73/03/15 15:13:39 2580456 9557 14
13L nmit-ai STOR 73/96/15 15:198:42 258CL3 6974 7

2 sri-arc RETH 73/0a/15 15:32:20 7236 3618 22

2 sri-arc STOR 73/48/15 15:32:55 49428 8233 31

2 sri-arc RETR 73/08/15 15:3L:5¢ LS428 3530 15

2 sri-arc STOR 73/C8&/1% 15:33:090 49428  7G¢1 8

2 sri-erc  STOR 73/G8/20 15:138:2¢€ 35460 23G6L S

2 sri~arc RETR 73/08/20 16:62:99 383" h256 153

2 sri-arc RETR 73/7086/22 12:4€:19 1CE12 16¢ 247

2 siti~arc RET® 73/G8/23 15:29:37 320 6% 3€9

2 sri-arc RET= 73/06C/25 12:25:38 9952 262 254

2 sri-arc RETH 73/08/2% 12:27:2 9902 L5y 2:EC
198 mit-ml STOR 73/0%/29 10:40:58 763924 7538 7
198 mit-ml STOR 73/23/72% 15:L4:09 166572 5552 7
193 mit-ml STCR 73/98/29 10:54:32 126572 7932 7
198 mit=-ml STOR 73/08/29 13:45:18 155040 32156 7

€9 Lbn~tererxa MLFIL 73/08/29 22:30:55 56006 13C6 51
6¢ bbn-ten=xa MLFL 72/38/29 22:31:42 5660 28&2 590
SO usz-isi MLFL 73/02/29 22:35:5% 5600 1409 =t
69 bbn-tenexa ILFL 73/0G8/29 22:36:15 56060 2800 48

and the
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69 bbn-tenexa MLFL 73/G8/29 22:3C:54 5600 23500 LS A 3 U

It should bz pointed out that recent measurament data vor
As -8 transter includes retrfeva] cf "H!C Jourrnal' docuiments
("<Kjournaldxxxx<.n1s;xnls" files) from SRI-ARC. 5SRI-ARC
corverts these "xnls" files from !MLS to sequentfa1 form cn the
"F1y" and this taves cornsiderable time giving a low trans©er rate

for tkhkese transfers.

T

In transferring files we found the ARPANET and the FT® to te
quite reliable. On numerous occasions vie-transferred complete
listing of our operating svstem (about 6 @million bits),
reassenbled it and ran it with nc preblein. No cata lossage

protloms have been reported tc us as yer.

IV, THE SIGNIFICANNE CF MEASUREMVEST GESULTS

First of @all let me sitate my complete agreerment with Barry
lessler (Ref. "REvelaticns in Metwork Host Measurerents' NWG/RFC

557, KiC 18437) that tha neasurement results shruld be teken in
the spirit: '"Here is & place tc nake the Network better" rather
than: '"Look, isn't the !'l2twork terridble." e take these
measurements in tie samz snirit and hzve found the m2asuremen:
etfort to be quite fruitful. in several instances, with the zid
of cur measurenent facilities, we have bheen ab]e‘to imprbve the
performance of our Network programs by ar order-of-nagnitude
(just as Con Allen at BBI imnroved Greg Hicks' RJS program).

Ouyr megsurement results wre in close agreement with the BRM
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seconds/ii: for 36-bit bvte transfers). UYWe also find the 36-bit
byte transfer to be an order-of-magnitude mcre efficient than 3-
bit byte transier. The precessing const (assuming $6.00 per CPL

minute) for transferring a “egubit of infermation ccnmes to zbout

$1.20 for ASC!1-8 mode as ccmpared *o onty $0.3) for Image-36
mo-ie. The difference in transTer rate is equally astounding
being 9.4 Khps %or Inage-36 &s compared to cnly 2 Kbns for ASCIli-
8.

It i~ therefore recommended that Image-36 mode be used as
m.uch as possible tc trarsfer ‘data betwesn PDF-19s {of which there
are many an the ARPANET). £t is strongly wurgad that protocols
and programs allow (ard use) tne lnmage-36 mcde for all cata
trancfors including mailirg files (MLFL), listing directorlies
(LIST, HLST), and sendirng/retrievinz "IC Journal documents. Many
of the MIT-Di5 user preograms sutuch as MCOPY'" and "FTP" take
advantage of the fact that tnhe remote Host is a PDP-10 (there is
a table of PGP-10"s in "CUPY'") and use the mecre efficient Image-
36 mode. Such a preccedure is hizghly recommended.

" The eTfective IMP-1MP data transfer rate is about 37.5 Kbps
over the 53 Kbps telephone line (Ref. McQuillan Jdchn M.,
"Throughput in the ARPA Netwcr<~-Ana]vsi§ and Measurement,'" BREBM
Report 2491, HIC 1@188, January 197%Z). Tho Host-to-llos: data
transfer measurenent performed by REN (above refeirence, p. 28)

have irdicated a tiransfer rate c¢f 30-35 kbps RRN-to=3R!" (2 ILP
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hops) and 12-16 Kbps BEM-tc-SRI1 {5 hops) using single link. As
FTF transfers cata via a asirgle linl, a maximum transfer rate
betiyeen 12 and 35 Yhps (depending on_number ot 1P hoaps) can be
expected if that file transfer i¢ the onlv activity gcing on. In
this light our maximum transfe- rate of 27 Kbps to ERN (2 hobos)
is probably the rost one can expect out cf any pregram. The
average transter rate of $.4 Kbps {(for Inmage-36) transfer also

fact that during many of the

appears reasonanle in view oF the
transfers other netw.ork activitv is also going on, and that many
of the transfers are performed when the respective computer
systenis aire aquite heevily loaded. OQOur meastirement data dces
reveal tﬁat transfer rate is appreciebly higher during the tires
a2 cemputer i3 likely to be lightly ioadad.

The above dces not mean that improvements are not possible
or not requirad irn the state of the ARPANET data transfer. Our
measurement data has revealed areas in which imprcverients can be
and should be made. For example, the trensfer of data to other
MIT Hosts (2 1P hops) and back to carselves should be faster
than what we currently achizve (transfer to BEM !s fasterl). The
nirobzble reason for the abova discrepency is that our allocatior
(Host?Host protocol) is very small (294L bits) as compared to
that provided by B8N (17724 bits). This means that £2 transfear
data our Ketwork Control Program (MNCP) has to wait for an
allocation many nore times while communicating to an 1TSS systenm

than to a TENEX system. Larse allocetions are always desi~able
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but even more so while transferring files. HKNCP desizners can
(and should) modify HCP's to allow large allocates (larger NCP
buffers) for file transfer even ‘at the expensz2 »i =<maller
allocates for othef typez of cennecticns (zuch a5 a termina1
connected to a conputer system) which do not reguire or Qse the
larger allocation., In addition, a-new allocaie should be sent as
soon as dats is recad by the receiving progran (the HCP should not
wait for the allocation to become zero before sending the necw
allocate).

lie alsoc observed that small files are transferred at a
significantly lower transfer rate than large files but beyond a
file size ¢f 40 Kbits, the file size maka2s little difference in
transfer rate cr process’ng cost per bit transferred., The Tigure
of 40 Kbits is probably reilated to the size of sendirsg and
receiving buffers used by the orograms. In general, for most
practical values of buffer size, the'1arger the buffer size and
allocations, the faster and more efficiant will be the transfer.
Urnfortunately, large HNCP buffers are not easily availabtle in many
systers and come at a premium. The infcrmation on average file
size (240 Khits for Imzge and 40 Kbits for ASCII files) may be

helptul in optimiun 21locaticn ci buffer space.

V. REQUEST FOR COMMENTS AR SUCGESTIONS

it Is hoped that the above measurement results and our FTP

and SURVEY rmeasurement facilities wi'l help ARPALET users plan
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their modes of lletwork usage and help HNetwork programmers in
making the Netwierk khettcr. This RFC is indeed a Reguest For
Commenrts and your sugzestions on the way we collect, store, and
display rnicasurenent data wi'l be greatly appreciated. Ve can
break the reasurement data by Hosts and will bz happy to provide
the informaticon if it is considered desirable. Plecase lef me
kncw what other parameters we should record or display. Yocu may
comminicate with me via the ARPAIET (AKE at MIT-DMS (Host 72),

HIC ldent AKB), via telephone (C17-253-1428 or 14497, or US nail

(Rin. 208, 545 Tech Sqguare, Cambridge, Mass 02139).



